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Summary. We present an overview of different approaches to define shuffles and synchronized shuffles of words. The shuffle operations considered are distinguished by conditions according to which certain occurrences of symbols common to the original words may or must be identified (synchronized). The words that are shuffled may be infinite which leads to the possibility of unfair shuffling. In addition to illustrating the conceptual differences, we survey and extend known results.

“Our conclusion is, in brief, that shuffling is complex.”
Ogden, Riddle, and Round in [27], POPL’78

1 Introduction

A shuffle of two words is any interleaving of the occurrences of symbols in these words. The operation of shuffling two words can thus be compared to the shuffling of two decks of playing cards. The notion of shuffle was first introduced as a mathematical operation in [15] in the context of abelian groups. By now it is a well-known language-theoretic operation with a long history in theoretical computer science, in particular in formal language theory [17, 16, 18, 23, 31]. The underlying idea also appears in disguise in other branches of computer science. In concurrency theory, e.g., as a semantics for parallel operators modelling communication among processes [27, 30, 8]. Shuffling and variants thereof appear in the literature also under the names of interleaving, weaving, blending, merging, join, infiltration, (scattered) insertion, etc.

A generalized notion of shuffle, in which some occurrences of symbols are synchronized rather than interleaved, was first introduced as a mathematical operation in [11] in the context of free groups. Synchronization means that two occurrences of a symbol, each from a different word, are identified as a single occurrence in the shuffle. Like shuffling, also the concept of synchronized shuffling appears in many disguises in computer science. To the best of our knowledge, one of its earliest uses was to define the concurrent composition of
synchronizing processes in [21, 27]. In concurrency theory, the construct was used, e.g., for composition operators on trace structures in (a)synchronous circuit design in [34], and in alphabetized parallel composition of (communicating sequential) processes in [30]. In formal language theory, the idea that common symbols of words being shuffled may be synchronized, first appeared in [32]. In [12], a version requiring that all occurrences of common symbols of the words being shuffled should be synchronized with a counterpart, was introduced as ‘produit de mixage’ or ‘shuffle à l’envers’, renamed synchronized shuffle in [22]. Contrary to ordinary shuffling, the result of shuffling two words may be shorter than the total length of both words. In [2, 4], this synchronization requirement was generalized to the case that all occurrences of specific symbols must be synchronized. Two variants were defined, viz. the full synchronized shuffle and the relaxed synchronized shuffle. These operations were motivated by the behavioral specification of composite systems like team automata [3], on the basis of the behavior of their components [2, 4, 1].

Three further variants were introduced in [7, 24] in the context of systems biology, as formal representations of various forms of gene linkage during so-called genome shuffling: arbitrary synchronized shuffle and weak synchronized shuffle, in which synchronization is an option rather than a requirement, and synchronized shuffle on backbones. The latter operation distinguishes itself from all other operations because of the predefined order and number of occurrences of symbols to be synchronized. The motivation is that each this operation should preserve the genetic backbone of the organisms involved while all other genes can be shuffled in an arbitrary fashion.

Until now we did not refer to the length of the words to be shuffled. In some applications however, ongoing behavior is described in the form of infinite sequences of occurrences of symbols (actions executed). Such sequences are obtained as limits of their finite prefixes and a similar operational approach can be followed to define (synchronized) shuffles of infinite words: a (synchronized) shuffle of two potentially infinite words is obtained by — left to right — interleaving (or synchronizing) of occurrences of symbols from the two words while preserving the original order of these occurrences within each word. In case at least one of the original words is infinite the result may be unfair: from some point on, occurrences from an infinite word may prevail ad infinitum without further contributions from the other word even when it still has occurrences to contribute. In general, it is not difficult to prove associativity of shuffling variants in case of only finite words (see, e.g., [2, 4, 9, 16, 19, 26, 30, 32, 33, 34]). This changes when infinite words or specific variants of shuffling are considered. It may be quite challenging to prove associativity (see, e.g., [12, 22, 24, 28, 29]). There exist in fact variants for which, contrary to one’s intuition, associativity does not even hold [1, 7, 12, 22, 25, 24, 26].

In this paper we provide a systematic overview and comparison, including observations on properties like associativity, for all (synchronized) shuffle operations discussed above. We do this by combining results from [5] and [6] and extending concepts and results from [24] for the synchronized shuffle on backbones to the setting of possibly infinite words. In the final concluding section we discuss related work on trajectories.

2 Preliminaries

Let $\Delta$ be a fixed but arbitrary alphabet, i.e., a possibly empty, possibly infinite set of symbols (or letters). A word over $\Delta$ is a (finite or infinite) string $a_1a_2\cdots$ of symbols $a_i \in \Delta$. The empty word is denoted by $\lambda$. The set of all finite words over $\Delta$ (including $\lambda$) is denoted by $\Delta^*$ and $\Delta^+ = \Delta^* \setminus \{\lambda\}$ contains all nonempty finite words over $\Delta$. The set of all infinite words over $\Delta$ is denoted by $\Delta^\omega$ and $\Delta^{\omega,\omega} = \Delta^* \cup \Delta^\omega$ denotes the set of all finite and infinite
words over $\Delta$. A language (over $\Delta$) is any subset of $\Delta^\omega$. A language $L$ of only finite words ($L \subseteq \Delta^*$) is called finitary. If $L$ contains no finite words ($L \subseteq \Delta^\omega$), then it is called infinitary.

When dealing with a singleton language $L = \{w\}$, we may omit the brackets and write $w$ rather than \{\{w\}\}.

For a finite word $w$ over $\Delta$, let $|w|$ denote its length, i.e., $|\lambda| = 0$ and $|a_1 \cdots a_n| = n$, if $a_i \in \Delta$ for all $1 \leq i \leq n$. For a word $w \in \Delta^\omega$ and $j \geq 1$, we use $w(j)$ to denote the symbol from $\Delta$ which occurs at the $j$th position in $w$, provided that either $w$ is infinite or $j \leq |w|$. The set of all symbols occurring in $w$ is called the alphabet of $w$, denoted as $\text{alph}(w)$. Thus $\text{alph}(w) = \{a \in \Delta : \exists j \in \mathbb{N} \text{ such that } w(j) = a\}$.

The concatenation $u \cdot v \in \Delta^\omega$ of two words $u, v \in \Delta^\omega$ is defined as follows. If $u, v \in \Delta^*$, then $(u \cdot v)(i) = u(i)$ for $1 \leq i \leq |u|$ and $(u \cdot v)(|u| + i) = v(i)$ for $1 \leq i \leq |v|$. If $u \in \Delta^*$ and $v \in \Delta^\omega$, then $(u \cdot v)(i) = u(i)$ for $1 \leq i \leq |u|$ and $(u \cdot v)(|u| + i) = v(i)$ for $i \geq 1$. If $u \in \Delta^\omega$ and $v \in \Delta^\omega$, then $(u \cdot v)(i) = u(i)$ for all $i \geq 1$.

A word $u \in \Delta^*$ is a prefix of a word $w \in \Delta^\omega$, written $u \leq w$, if there exists a word $v \in \Delta^\omega$ such that $w = uv$. The set of all prefixes of $w$ is $\text{pref}(w) = \{u \in \Delta^* : u \leq w\}$. For a language $L$, $\text{pref}(L) = \bigcup \{\text{pref}(w) : w \in L\}$ contains all prefixes of all words in $L$. A word $w = u_1 \cdots u_n \in \Delta^\omega$ with $u_i \in \Delta^*$, is a subword (sparse subword) of a word $w \in \Delta^\omega$ if $w = u_1 u_2 \cdots u_n$ ($w \in \Delta^\omega \cap \Delta^1 \cdots \Delta^n = \Delta^\omega$; respectively).

Finite and infinite words can be obtained as the limit of their prefixes. Let $v_1, v_2, \ldots \in \Delta^*$ be an infinite sequence of words such that $v_i \leq v_{i+1}$, for all $i \geq 1$. Then $\lim_{n \to \infty} v_n$ is the unique word $w \in \Delta^\omega$ defined by $w(j) = v_n(j)$, for all $i, j \in \mathbb{N}$ such that $j \leq |v_n|$. Hence $v_i \leq w$ for all $i \geq 1$ and $w = v_k$ whenever there exists a $k \geq 1$ such that $v_n = v_{n+1}$ for all $n \geq k$.

For an infinite sequence of finite words $u_1, u_2, \ldots \in \Delta^*$, we use $u_1 u_2 \cdots$ to denote the word $u_1 \cdot u_2 \cdots u_n$. A language $K \subseteq \Delta^\omega$ is limit-closed (see [6]) if $\lim_{n \to \infty} w_n \in K \cup \text{pref}(K)$ whenever $w_1 \leq w_2 \leq \cdots \in \text{pref}(K)$. Limit-closedness guarantees that the finite prefixes of a language determine its infinitary part and resembles the concept of adherence of a language [10]. Note that all singleton languages and all finite languages in fact, are limit-closed. In contrast, the language $a^\omega$ is not limit-closed because $\lim_{n \to \infty} a^n = a^\omega \notin a^\omega$.

Let $\Sigma$ and $\Gamma$ be two alphabets and let $h : \Sigma \to \Gamma^\omega$ be a function that assigns to each symbol of $\Sigma$ a finite word over $\Gamma$. The homomorphic extension of $h$ to $\Sigma^\omega$, also denoted by $h$, is defined in the usual way by $h(xy) = h(x)h(y)$ for all $x, y \in \Sigma^\omega$, and we extend $h$ to $\Sigma^\omega$ by setting $h(\lim_{n \to \infty} v_n) = \lim_{n \to \infty} h(v_n)$, for all $v_1, v_2, \ldots \in \Sigma^\omega$ such that $v_i \leq v_{i+1}$ for all $i \geq 1$. Note that this is well-defined, since $v_i \leq v_{i+1}$ implies $h(v_i) \leq h(v_{i+1})$. The function $\text{pres}_{\Sigma^\omega, \Gamma} : \Sigma \to \Gamma \cup \lambda$ preserves symbols from $\Gamma$ while erasing all other symbols in $\Sigma$. It is defined by $\text{pres}_{\Sigma^\omega, \Gamma}(a) = \lambda$ if $a \in \Sigma \setminus \Gamma$ and $\text{pres}_{\Sigma^\omega, \Gamma}(a) = a$ if $a \in \Sigma \cap \Gamma$. In the sequel, when the domain alphabet $\Sigma$ is understood, we may omit the subscript $\Sigma$ from $\text{pres}_{\Sigma^\omega, \Gamma}$.

3 Shuffles

Shuffling two words means combining these words into one by interleaving their symbol occurrences while preserving the original order within each word.

**Definition 1.** Let $u, v \in \Delta^\omega$. Then

1. $w \in \Delta^\omega$ is a fair shuffle of $u$ and $v$ if $w = u_1 v_1 u_2 v_2 \cdots$, where $u_i, v_i \in \Delta^*$, for all $i \geq 1$, are such that $u = u_1 u_2 \cdots$ and $v = v_1 v_2 \cdots$, and
2. $w \in \Delta^\omega$ is a shuffle of $u$ and $v$ if either
   a) $w$ is a fair shuffle of $u$ and $v$, or
b) $w = u_1v_1u_2v_2 \cdots$, with $u_i, v_i \in \Delta^*$ for all $i \geq 1$ and either $u_1u_2 \cdots \in \text{pref}(u)$ and $v = v_1v_2 \cdots \in \Delta^*$ or $u = u_1u_2 \cdots \in \Delta^*$ and $v_1v_2 \cdots \in \text{pref}(v)$.

The set of all fair shuffles of two words $u$ and $v$ is denoted by $u \ || \ v$, and $u \ || \ v$ is the set consisting of all shuffles of $u$ and $v$. Shuffling two languages is defined element-wise. Hence, given two languages $L_1$ and $L_2$, their fair shuffle is $L_1 \ || \ L_2 = \{ w \in u \ || \ v : u \in L_1, v \in L_2 \}$ and their shuffle is $L_1 || L_2 = \{ w \in u \ | v : u \in L_1, v \in L_2 \}$.

Note that, by definition, shuffles of two finite words are always fair: $u \ || \ v = u \ | \ v$ whenever $u$ and $v$ are finite words. Moreover, also by definition, $u \ || \ v \subseteq u \ || \ v$ also holds if $u$ and/or $v$ are infinite. This relationship between fair and unfair is a property that in fact will hold for all synchronized shuffles considered in the rest of this paper. In general however, $u \ || \ v = u \ | \ v$ does not hold as there may be more unfair than fair shuffles when infinite words are taken into account. In fact, any unfair shuffle $u$ and $v$ which is not a fair shuffle, can be obtained as a fair shuffle of $u$ and a prefix of $v$ or as a fair shuffle of $v$ and a prefix of $u$.

Example 1. $a \ || \ b = \{ ab, ba \}$ and $a^0 \ || \ b = \{ a'ba^j : i, j \geq 0, i + j = n \}$. Note that every shuffle in $a^* \ || \ b$ is fair. While $a^\omega \ || \ b = \{ a'ba^\omega : i \geq 0 \}$, we have $a^\omega \ || \ b = (a^* \ || \ b) \cup a^\omega$, with $a^\omega$ an unfair shuffle of $a^\omega$ and $b$. Note however that also for infinite words it may be the case that all shuffles are fair shuffles: $a^\omega \ || | a = a' \ || | a = a^\omega$.

An alternative definition of fair shuffling (of words over disjoint alphabets) is provided by the following observation.

Theorem 1. Let $\Delta_1$ and $\Delta_2$ be such that $\Delta_1 \cap \Delta_2 = \emptyset$. Let $u \in \Delta_1^\omega$ and $v \in \Delta_2^\omega$. Then $u \ || \ v = \{ w \in (\Delta_1 \cup \Delta_2)^\omega : \text{pres}_{\Delta_1}(w) = u, \ \text{pres}_{\Delta_2}(w) = v \}$.

It is immediate that $u \ || \ v$ and $u \ || \ v$ are never empty. Furthermore, it is easy to see that both fair shuffling and shuffling are commutative operations. Proving that shuffling is always associative requires however some additional observations. First of all, we note that the shuffles of the prefixes of two words exactly comprise all prefixes of the shuffles of these words.

Theorem 2. [5] Let $u, v \in \Delta^\omega$. Then $\text{pref}(u) \ || \ \text{pref}(v) = \text{pref}(u \ | \ v) = \text{pref}(u \ | \ v) = \text{pref}(u) \ | \ \text{pref}(v)$.

Moreover, a word is a shuffle of two given words whenever all its prefixes are shuffles of prefixes of these two words.

Theorem 3. [5] Let $u, v \in \Delta^\omega$ and let $w \in \Delta^\omega$. Then $w \in u \ | \ v$ if and only if $\text{pref}(w) \subseteq \text{pref}(u) \ | \ \text{pref}(v)$.

In general, this property does not hold for fair shuffles.

Example 2. $\text{pref}(a^\omega) = a^* \ || \ | a^\omega) = \text{pref}(a^\omega) \ | \ \text{pref}(b)$, but $a^\omega \not\subseteq a^\omega \ | \ | b = \{ a'ba^i : i \geq 0 \}$.

The property of defining shuffles through prefixes can now be lifted to limit-closed languages, since the infinitary part of such a language is defined by its finite prefixes.

Theorem 4. [5] Let $K, L \subseteq \Delta^\omega$ be limit-closed and let $w \in \Delta^\omega$. Then $w \in K \ | \ \text{pref}(K) \ | \ \text{pref}(L)$.
This property does not hold when $K$ or $L$ is not limit-closed.

Example 3. Let $K = a^*$ and let $L = \{\lambda\}$. Then $L$ is limit-closed, but $K$ is not. $\text{pref}(a^*) = a^* = \text{pref}(K) \parallel \text{pref}(L)$, but $a^* \notin a^* = K \parallel L$.

Using Theorems 2, 3, and 4, it could be proved in [5] that shuffling is associative.

Theorem 5. [5] Let $u, v, w \in \Delta^\infty$. Then $u \parallel (v \parallel w) = (u \parallel v) \parallel w$ and $u \parallel (v \parallel w) = (u \parallel v) \parallel w$.

4 Synchronized Shuffles

In a synchronized shuffle of two words, each occurrence of a symbol either originates from one of these words, similar to the normal shuffle, or it is an occurrence on which these two words synchronize (or, to put it differently, it is an occurrence shared by these words). In [4, 2], we coined the term backbone for the sparse subwords defined by the synchronized occurrences.

Let $\Delta$ and $\Gamma$ be two alphabets and $w$ a word over $\Delta$. Then $\text{pres}_\Gamma(w)$ is the $\Gamma$-backbone of $w$. When $\Gamma$ is clear from the context we may omit it and speak simply of the backbone of $w$.

We will now first formally introduce synchronized shuffles on a given set of symbols and discuss some of their properties. Next, in four separate subsections, we consider variants. First the case that the synchronized symbols are exactly the symbols common to the explicitly defined alphabets of the words involved, after which we discuss the more general case that the symbols used for synchronization are a subset of that set in the second subsection. While in both of these cases synchronization on all occurrences of the chosen symbols is mandatory, in the preceding two subsections the synchronization requirement is less strict. In the third subsection it will be no more than an option, whereas in the final subsection synchronization is required only when it is possible.

For the remainder of this paper, $\Delta, \Gamma, \Delta_1, \Delta_2,$ and $\Delta_3$ are arbitrary alphabets.

Definition 2. Let $u, v \in \Delta^\infty$. Then a word $w \in \Delta^\infty$ is a synchronized shuffle (S-shuffle for short) on $\Gamma$ of $u$ and $v$ if

1. either $u = u_1x_1\cdots x_{n-1}v_n$ and $v = v_1x_1\cdots x_{n-1}v_n$, with $u_i, v_i \in (\Delta \setminus \Gamma)^*$ and $x_i \in \Gamma$ for $1 \leq i \leq n - 1$, and $u_n, v_n \in (\Delta \setminus \Gamma)^\infty$, in which case $w = w_1x_1\cdots x_{n-1}w_n$ with $w_i \in u_i \parallel v_i$ for all $1 \leq i \leq n$,

2. or $u = u_1x_1u_2x_2\cdots$ and $v = v_1x_1v_2x_2\cdots$, with $u_i, v_i \in (\Delta \setminus \Gamma)^*$ and $x_i \in \Gamma$ for all $i \geq 1$, in which case $w = w_1x_1w_2x_2\cdots$ with $w_i \in u_i \parallel v_i$ for all $i \geq 1$.

In (2) $w$ is a fair S-shuffle of $u$ and $v$; in (1) $w$ is fair whenever $w_n \in (u_n \parallel v_n)$.

We use the following notation for S-shuffles. Given two words $u, v \in \Delta^\infty$, we write $u \parallel^B v = \{ w \in \Delta^\infty : v$ is an S-shuffle on $\Gamma$ of $u$ and $v \}$ and $u \parallel^B \Gamma v = \{ w \in \Delta^\infty : w$ is a fair S-shuffle on $\Gamma$ of $u$ and $v \}$. For $L_1, L_2 \subseteq \Delta^\infty$, the S-shuffle on $\Gamma$ of $L_1$ and $L_2$ is $L_1 \parallel^B \Gamma L_2 = \{ w \in u \parallel^B v : u \in L_1, v \in L_2 \}$ and $L_1 \parallel^B \Gamma^\infty L_2 = \{ w \in u \parallel^B v : u \in L_1, v \in L_2 \}$ is the fair S-shuffle on $\Gamma$ of $L_1$ and $L_2$.

Note that point (1) in Definition 2 deals with finite backbones and point (2) with the case of infinite backbones.

Obviously, shuffling is synchronized shuffling on an empty alphabet: $u \parallel \Gamma v = u \parallel^\infty v$ and $u \parallel \Gamma^\infty v = u \parallel^\infty v$ for all $u, v \in \Delta^\infty$. 
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Example 4. $abc \| \{(c)\} \ cd = \{abcd\}$, but $abcd \notin \ abc \| \ cd and $abc \| \{(b,c)\} \ cd = \emptyset$. We know from Example 1 that $a^{\omega} \| a = a^{\omega} \| a = a^{\omega}$, but $a^{\omega} \| \{(a)\} \ a = a^{\omega} \| \{(a)\} \ a = \emptyset$.

Hence, a (fair) S-shuffle of two nonempty words need not exist. In fact, an S-shuffle of two words $u, v \in \Delta^\omega_1$ exists if and only if they have the same backbone: $u \| \ f v \notin \emptyset$ if and only if $\text{pres}_f(u) = \text{pres}_f(v)$. Moreover, for all $w \in u \| \ f v$, we have $\text{pres}_f(w) = \text{pres}_f(u) = \text{pres}_f(v)$.

The following result provides an alternative definition for fair S-shuffling similar to Theorem 1 for fair shuffles.

**Theorem 6.** [6] Let $u \in \Delta^\omega_1$ and $v \in \Delta^\omega_2$ be such that $(\Delta_1 \ \backslash \ \Gamma) \cap (\Delta_2 \ \backslash \ \Gamma) = \emptyset$. Then $u \| \ f v = \{ w \in (\Delta_1 \cup \Delta_2)^\omega : \text{pres}_f(w) = \text{pres}_f(u) = \text{pres}_f(v), \ \text{pres}_f(w) = u, \ \text{pres}_f\Delta_1(w) = \{w\} \}$.

Since (fair) S-shuffling is defined in terms of (fair) shuffling, the commutativity of (fair) shuffling implies that also (fair) S-shuffling is commutative. Similarly, the associativity of (fair) S-shuffling can be proven by referring to the associativity of (fair) shuffling.

**Theorem 7.** [6] Let $u,v,w \in \Delta^\omega$. Then $u \| \ f \ (v \ | \ f \ w) = (u \ | \ f \ v) \ | \ f \ w$ and $u \| \ f \ (v \ | \ f \ w) = (u \ | \ f \ v) \ | \ f \ w$.

It is evident that this would fail to hold if the synchronizing symbols could vary.

Example 5. $ca^{\| \{(a)\}} ab \| \{(c)\} c = ca^{\| \{(a)\}} \emptyset = \emptyset 
\neq cab = cab^{\| \{(c)\}} c = (ca^{\| \{(a)\}} ab) \ | \ f c$.

Finally, also the S-shuffles of two words can be obtained as limits of the S-shuffles of their prefixes, and also in case of S-shuffles this property can be lifted to limit-closed languages (cf. Theorem 4).

**Theorem 8.** [6] Let $u,v,w \in \Delta^\omega$, let $K,L \subseteq \Delta^\omega$ be limit-closed, and let $w \in \Delta^\omega$. Then $w \in u \| \ f v$ if and only if $\text{pref}(w) \subseteq \text{pref}(u) \ | \ f \ \text{pref}(v)$, and $w \in K \ | \ f \ L$ if and only if $\text{pref}(w) \subseteq \text{pref}(K) \ | \ f \ \text{pref}(L)$.

### 4.1 Full Synchronized Shuffles

A full S-shuffle of two words (over explicitly specified alphabets) is an S-shuffle in which all occurrences of all symbols common to their alphabets are synchronized.

**Definition 3.** Let $u \in \Delta^\omega_1$, $v \in \Delta^\omega_2$, and $w \in (\Delta_1 \cup \Delta_2)^\omega$. Then $w$ is a full S-shuffle (fS-shuffle for short) of $u$ and $v$ w.r.t. $\Delta_1$ and $\Delta_2$ if $w$ is an S-shuffle on $\Delta_1 \cap \Delta_2$ of $u$ and $v$.

This fS-shuffle of $u$ and $v$ w.r.t. $\Delta_1$ and $\Delta_2$ is called fair if $w$ is a fair S-shuffle on $\Delta_1 \cap \Delta_2$ of $u$ and $v$.

Given $u \in \Delta^\omega_1$ and $v \in \Delta^\omega_2$, we write $u \ | \ \Delta_1 \Delta_2 \ v = \{ w \in (\Delta_1 \cup \Delta_2)^\omega : w$ is a fair fS-shuffle of $u$ and $v$ w.r.t. $\Delta_1$ and $\Delta_2 \}$.

For $L_1 \subseteq \Delta^\omega_1$ and $L_2 \subseteq \Delta^\omega_2$, the fS-shuffle of $L_1$ and $L_2$ w.r.t. $\Delta_1$ and $\Delta_2$ is $L_1 \ | \ \Delta_1 \Delta_2 \ L_2 = \{ w \in u \ | \ \Delta_1 \Delta_2 \ v : u \in L_1, \ v \in L_2 \}$ and $L_1 \ | \ \Delta_1 \Delta_2 \ L_2 = \{ w \in u \ | \ \Delta_1 \Delta_2 \ v : u \in L_1, \ v \in L_2 \}$ is the fair fS-shuffle of $L_1$ and $L_2$ w.r.t. $\Delta_1$ and $\Delta_2$.

**Example 6.** If $\Delta = \{a,b,c,d\}$, then $abc \ | \ \Delta \ cd = \emptyset$. With $\Delta_1 = \{a,b,c\}$ and $\Delta_2 = \{c,d\}$, on the other hand, $abc \ | \ \Delta \ cd = abc^{\| \{(c)\}} \ cd = \{abcd\}$. Also, $a^\omega \ | \ \Delta \ b = a^\omega \ | \ \{(a)\} \ b = \emptyset$, while $a^\omega \ | \ \Delta \ b = a^\omega \ | \ \{(a)\} \ b = \{ w \in \{a,b\}^\omega : w$ has one occurrence of $b \}$ and $a^\omega \ | \ \Delta \ b = a^\omega \ | \ \{(a)\} \ b \cup \{a^\omega \}$. 


This example shows that a (fair) fS-shuffle of two nonempty words may be empty.

For all pairs of words (or languages) over \( \Delta_1 \) and \( \Delta_2 \), we have that \( \alpha_1 \parallel \alpha_2 = \parallel \Delta_1 \cap \Delta_2 \). Hence, in case of disjoint alphabets \( \Delta_1 \cap \Delta_2 = \emptyset \), the fS-shuffle is the ordinary shuffle for words and languages over \( \Delta_1 \) and \( \Delta_2 \): \( \alpha_1 \parallel \alpha_2 = \parallel \emptyset = \parallel \) and \( \Delta_2 \).

Also the alternative definition of fair S-shuffling is directly carried over to fair fS-shuffling, because non-synchronizing symbols are by definition not shared in fS-shuffles and the back-menu of synchronizing symbols is an invariant of the words involved.

**Theorem 9.** Let \( u \in \Delta_1^\infty \) and \( v \in \Delta_2^\infty \). Then \( u \alpha_1 \parallel \alpha_2 v = \{ w \in (\Delta_1 \cup \Delta_2)^\infty : \text{pres}_{\Delta_1}(w) = u, \text{pres}_{\Delta_2}(w) = v \} \).

Since (fair) S-shuffling is commutative, also (fair) fS-shuffling is commutative. Note however that the words commute together with their alphabets that act as parameters to the operation: \( u \alpha_1 \parallel \alpha_2 v = v \alpha_2 \parallel \alpha_1 u \) and \( u \alpha_1 \parallel \alpha_2 v = v \alpha_2 \parallel \alpha_1 u \). Fair fS-shuffling is also associative, again with a natural distribution of the alphabets of the words.

**Theorem 10.** [6] Let \( u \in \Delta_1^\infty \), let \( v \in \Delta_2^\infty \), and let \( w \in \Delta_3^\infty \). Then \( u \alpha_1 \parallel \alpha_2 \alpha_3 (v \alpha_2 \parallel \alpha_3 w) = (u \alpha_1 \parallel \alpha_2 v) \alpha_3 \alpha_1 \alpha_2 \parallel \alpha_3 w \).

However, unfair fS-shuffling is not associative.

**Example 7.** Obviously, \( a_{\{a,b\}} \parallel \{b\} b = \emptyset \) and thus \( (a_{\{a,b\}} \parallel \{b\}) c = \emptyset \). However, \( a_{\{a,b\}} \parallel \{b\} \omega = a_{\{a,b\}} \parallel \{b\} \{\{c\omega : n \geq 0 \} \cup \{\omega\}\} = a_{\{a,b\}} \parallel \{\{c\omega : n \geq 0 \} \cup \{\omega\}\} = \{\{c\omega : n \geq 0 \} \cup \{\omega\}\} \).

The solution adopted in [6] is to only consider the case that all prefixes of the words involved in the fS-shuffles are present proving the associativity of (general, unfair) fS-shuffling when applied to prefix-closed languages.

**Theorem 11.** Let \( u \in \Delta_1^\infty \), \( v \in \Delta_2^\infty \), and \( w \in \Delta_3^\infty \). Then \( \{u \cup \text{pref}(u)\} \alpha_1 \parallel \alpha_2 \alpha_3 (\{v \cup \text{pref}(v)\} \alpha_2 \parallel \alpha_3 (\{w \cup \text{pref}(w)\})) = \{\{u \cup \text{pref}(u)\} \alpha_1 \parallel \alpha_2 \{v \cup \text{pref}(v)\} \alpha_3 \parallel \alpha_1 \alpha_2 \alpha_3 (\{w \cup \text{pref}(w)\}) \).

### 4.2 Relaxed Synchronized Shuffles

A relaxed S-shuffle of two words (over explicitly specified alphabets) is an S-shuffle in which all occurrences of specific symbols selected from the intersection of their alphabets are synchronized.

**Definition 4.** Let \( u \in \Delta_1^\infty \), \( v \in \Delta_2^\infty \), and \( w \in (\Delta_1 \cup \Delta_2)^\infty \). Then \( w \) is a relaxed S-shuffle (rS-shuffle for short) on \( \Gamma \) of \( u \) and \( v \) w.r.t. \( \Delta_1 \) and \( \Delta_2 \) if \( w \) is an S-shuffle on \( \Gamma \cap \Delta_1 \cap \Delta_2 \) of \( u \) and \( v \). This rS-shuffle on \( \Gamma \) of \( u \) and \( v \) w.r.t. \( \Delta_1 \) and \( \Delta_2 \) is called fair if \( w \) is a fair S-shuffle on \( \Gamma \cap \Delta_1 \cap \Delta_2 \) of \( u \) and \( v \).

Given \( u \in \Delta_1^\infty \) and \( v \in \Delta_2^\infty \), we write \( u \alpha_1 \parallel \alpha_2 \parallel \alpha_3 \Gamma = \{ w \in (\Delta_1 \cup \Delta_2 \cup \Delta_3 \cup \Gamma)^\infty : w \) is a fair S-shuffle on \( \Gamma \) of \( u \) and \( v \) w.r.t. \( \Delta_1 \) and \( \Delta_2 \} \) and \( u \alpha_1 \parallel \alpha_2 \Gamma = \{ w \in (\Delta_1 \cup \Delta_2 \cup \Gamma)^\infty : w \) is an rS-shuffle on \( \Gamma \) of \( u \) and \( v \) w.r.t. \( \Delta_1 \) and \( \Delta_2 \} \).

For \( L_1 \subseteq \Delta_1^\infty \) and \( L_2 \subseteq \Delta_2^\infty \), the fair rS-shuffle on \( \Gamma \) of \( L_1 \) and \( L_2 \) w.r.t. \( \Delta_1 \) and \( \Delta_2 \) is \( L_1 \alpha_1 \parallel \alpha_2 L_2 = \{ w \in u \alpha_1 \parallel \alpha_2 v : u \in L_1, v \in L_2 \} \) and \( L_1 \alpha_1 \parallel \alpha_2 L_2 = \{ w \in u \alpha_1 \parallel \alpha_2 v : u \in L_1, v \in L_2 \} \) is the rS-shuffle on \( \Gamma \) of \( L_1 \) and \( L_2 \) w.r.t. \( \Delta_1 \) and \( \Delta_2 \).
Theorem 12. Let \( u \), \( v \) and \( w \) be words over the alphabet \( \Delta \). Then \( u \sqcup \sqcup v \sqcup w = (u \sqcup v) \sqcup w \).

Note that the (fair) rS-shuffles thus defined are (fair) fS-shuffles whenever \( \Gamma \supseteq \Delta_1 \cap \Delta_2 \).

As a result, also the (fair) rS-shuffle of two nonempty words may be empty.

In fact, if \( \Gamma \supseteq \Delta_1 \cap \Delta_2 \), then for all pairs of words (or languages) over \( \Delta_1 \) and \( \Delta_2 \), we have \( \Delta_1 \sqcup \sqcup \Delta_2 = \Delta_1 \sqcup \sqcup \Delta_2 = |\Delta_1 \cap \Delta_2| \) and \( \Delta_1 \sqcup \sqcup \Delta_2 = |\Delta_1 \cap \Delta_2| \). In case \( \Gamma = \emptyset \), then there are no synchronizing symbols and rS-shuffling degenerates to ordinary shuffling.

Hence, for all pairs of words (or languages) over \( \Delta_1 \) and \( \Delta_2 \), we have \( \Delta_1 \sqcup \sqcup \Delta_2 = |\emptyset| = |\emptyset| \) and \( \Delta_1 \sqcup \sqcup \Delta_2 = |\emptyset| = |\emptyset| \).

Note that this time we do not provide an alternative definition in terms of preserving symbols, since with the current operation common symbols occur without synchronization and can thus come from either of the two words.

As for the fS-shuffle, also the (fair) rS-shuffle is commutative: \( u \sqcup \sqcup v = v \sqcup \sqcup u \) for all \( u \in \Delta_1^\infty \) and \( v \in \Delta_2^\infty \).

Also fair rS-shuffling is associative (again taking into account the alphabet parameters).

Theorem 13. [6] Let \( u \in \Delta_1^\infty \), let \( v \in \Delta_2^\infty \), and let \( w \in \Delta_3^\infty \). Then \( u \sqcup \sqcup v \sqcup w = (u \sqcup \sqcup v) \sqcup w \).

Obviously, this would not hold if the synchronizing symbols could vary.

Example 8. (\( \{a\} \) \( \{a\} \) \( \{b\} \) \( \{a\} \) \( \{b\} \) \( \{a\} \)) \( \{ab\} \) \( \{ab\} \) \( \{ab\} \) \( \{ab\} \) \( \{ab\} \) \( \{ab\} \), which differs from \( \{a\} \) \( \{b\} \) \( \{a\} \) \( \{b\} \) \( \{ab\} \) \( \{ab\} \), which differs from \( \{ab\} \).

Exactly as for the fS-shuffle, associativity is not a property of (possibly unfairly) rS-shuffling words. This can again be concluded from Example 7 by noting that rS-shuffles are fS-shuffles whenever \( \Gamma \) includes the alphabets involved. However, as for fS-shuffling, when applied to prefix-closed languages, rS-shuffling is associative.

Theorem 13. [6] Let \( u \in \Delta_1^\infty \), \( v \in \Delta_2^\infty \), and \( w \in \Delta_3^\infty \). Then \( \{u\} \sqcup \sqcup \{v\} \sqcup \sqcup \{w\} = \{u\} \sqcup \sqcup \{v\} \sqcup \sqcup \{w\} \).

4.3 Arbitrary S-shuffles

An arbitrary S-shuffle of two words is an S-shuffle in which synchronization on occurrences of certain specified symbols is an option rather than a requirement.

Definition 5. Let \( u, v \in \Delta^\infty \). Then a word \( w \in \Delta^\infty \) is an arbitrary S-shuffle (aS-shuffle for short) on \( \Gamma \) of \( u \) and \( v \) if

(1) \( \text{either } u = u_1 x_1 u_2 x_2 \cdots x_{n-1} u_n \text{ and } v = v_1 x_1 v_2 x_2 \cdots x_{n-1} v_n, \text{ with } u_i, v_i \in \Delta^* \text{ and } x_i \in \Gamma, \text{ for } 1 \leq i \leq n-1, \text{ and } u_n, v_n \in \Delta^\infty, \text{ in which case } w = w_1 x_1 w_2 x_2 \cdots x_{n-1} w_n \text{ with } w_i \in u_i \sqcup v_i \text{ for all } 1 \leq i \leq n, \)

(2) \( \text{or } u = u_1 x_1 u_2 \cdots \) and \( v = v_1 x_1 v_2 \cdots \), with \( u_i, v_i \in \Delta^* \) and \( x_i \in \Gamma, \text{ for } 1 \leq i < n, \) in which case \( w = w_1 x_1 w_2 \cdots \) with \( w_i \in u_i \sqcup v_i \) for all \( i \geq 1. \)

In (2) \( w \) is a fair aS-shuffle; in (1) \( w \) is fair whenever \( w_n \in (u_n \sqcup v_n) \).
Given $u, v \in \Delta^\infty$, we write $u \triangleright v = \{ w \in \Delta^\infty : w \text{ is a fair } aS\text{-shuffle on } \Gamma \text{ of } u \text{ and } v \}$ and $u \triangleright^\ell v = \{ w \in \Delta^\infty : w \text{ is an } aS\text{-shuffle on } \Gamma \text{ of } u \text{ and } v \}$.

For $L_1, L_2 \subseteq \Delta^\infty$, the \textit{fair } $aS$-shuffle on $\Gamma$ of $L_1$ and $L_2$ is $L_1 \triangleright \subseteq L_2 = \{ w \in u \triangleright^\ell v : u \in L_1, v \in L_2 \}$ and $L_1 \triangleright^\ell L_2 = \{ w \in u \triangleright v : u \in L_1, v \in L_2 \}$ is the \textit{aS-shuffle} on $\Gamma$ of $L_1$ and $L_2$.

Note that point (1) in Definition 5 deals with the case of a finite number of synchronized occurrences and point (2) with the case of an infinite number of synchronized occurrences.

Comparing Definition 5 with Definition 2, we see that the subwords $u_1$ and $v_1$ may have occurrences of synchronizing symbols (from $\Gamma$) which are thus not used for synchronization. In fact, like shuffling but contrary to S-shuffling, $bS$-shuffling, and $rS$-shuffling, both $u \triangleright v$ and $u \triangleright^\ell v$ are never empty. Again, we do not provide an alternative definition in terms of preserving symbols, since common symbols may occur without synchronization and can thus originate from either of the two words. Furthermore, $u \triangleright^\ell v \subseteq u \triangleright^\ell v$ always holds, but $u, v,$ and their $aS$-shuffles may have different $\Gamma$-backbones. Note that the (fair) $aS$-shuffles thus defined are the same as the generalized shuffles defined in [11] (and renamed infiltrations in [32]) whenever $\Gamma = \Delta$. In case $\Gamma = \varnothing$, then there are no synchronizing symbols and, similar to the S-shuffle, $rS$-shuffling degenerates to ordinary shuffling: $u \triangleright^\ell = \|\|$ and $u \triangleright = \|\|$. As for S-shuffling, the commutativity of shuffling implies that also (fair) $aS$-shuffling is commutative. $aS$-shuffling is moreover associative.

**Theorem 14.** [6] Let $u, v, w \in \Delta^\infty$. Then $u \triangleright v \triangleright w = (u \triangleright^\ell v) \triangleright^\ell w$ and $u \triangleright^\ell (v \triangleright^\ell w) = (u \triangleright^\ell v) \triangleright^\ell w$.

This would no longer hold if the set of synchronizing symbols were not fixed.

**Example 9.** $cab \in \{(ca)^{(a)} ab)^{(c)} c\}$, whereas all the words in $(ca)^{(a)} (ab)^{(c)} c$ contain two occurrences of $c$.

### 4.4 Weak Synchronized Shuffles

A \textit{weak } $S$-shuffle of two words is an $S$-shuffle in which synchronization on occurrences of certain specified symbols is required, but only if it is possible to do so.

**Definition 6.** Let $u, v \in \Delta^\infty$. Then a word $w \in \Delta^\infty$ is a weak $S$-shuffle ($wS$-shuffle for short) on $\Gamma$ of $u$ and $v$ if

1. either $u = u_1 x_1 v_2 x_2 \cdots x_{n-1} v_n$ and $v = v_1 x_1 v_2 x_2 \cdots x_{n-1} v_n$, with $u_i, v_i \in \Delta^*$, alph$(u_i) \cap$ alph$(v_i) \cap \Gamma = \emptyset$ and $x_i \in \Gamma$ for $1 \leq i \leq n - 1$, and $u_n, v_n \in \Delta^\infty$, in which case $w = w_1 x_1 v_2 x_2 \cdots x_{n-1} v_n$, with $w_i \in u_i || v_i$ for all $1 \leq i \leq n$,
2. or $u = u_1 x_1 v_2 x_2 \cdots$ and $v = v_1 x_1 v_2 x_2 \cdots$, with $u_i, v_i \in \Delta^*$, alph$(u_i) \cap$ alph$(v_i) \cap \Gamma = \emptyset$ and $x_i \in \Gamma$, for all $i \geq 1$, in which case $w = w_1 x_1 v_2 x_2 \cdots$, with $w_i \in u_i || v_i$ for all $i \geq 1$.

In (2) $w$ is a fair $wS$-shuffle; in (1) $w$ is fair whenever $w_n \in (u_n || v_n)$.

Given $u, v \in \Delta^\infty$, we write $u \triangleright v = \{ w \in \Delta^\infty : w \text{ is a weak } S\text{-shuffle on } \Gamma \text{ of } u \text{ and } v \}$ and $u \triangleright^\ell v = \{ w \in \Delta^\infty : w \text{ is a weak } S\text{-shuffle on } \Gamma \text{ of } u \text{ and } v \}$.

For $L_1, L_2 \subseteq \Delta^\infty$, the \textit{fair } $wS$-shuffle on $\Gamma$ of $L_1$ and $L_2$ is $L_1 \triangleright \subseteq L_2 = \{ w \in u \triangleright v : u \in L_1, v \in L_2 \}$ and $L_1 \triangleright^\ell L_2 = \{ w \in u \triangleright v : u \in L_1, v \in L_2 \}$ is the \textit{wS-shuffle} on $\Gamma$ of $L_1$ and $L_2$.

As before, point (1) in Definition 6 deals with the case of a finite number of synchronized occurrences and point (2) with the case of an infinite number of synchronized occurrences.
Comparing Definition 6 with Definition 2, and with Definition 5, we see that also in this case not all occurrences of synchronizing symbols (from \( \Gamma \)) in the subwords \( u_i \) and \( v_i \) have to be used for synchronization. In fact, like shuffling and aS-shuffling but contrary to S-shuffling, bS- and rS-shuffling, both \( u \|^{I'} v \) and \( u \|^{r'} v \) are never empty.

Again, we do not provide an alternative definition in terms of preserving symbols, since common symbols may occur without synchronization and can thus originate from either of the two words.

To some extent similar to aS-shuffling, \( u \|^{r'} v \subseteq u \|^{I'} v \subseteq u \|^{r'} v \) always holds, but \( u, v \), and their wS-shuffles may have different \( I \)-backbones. Moreover, similar to the (a)S-shuffle, also the wS-shuffle degenerates to the ordinary shuffle in the absence of symbols to synchronize on: \( \|^{a}_u = \| \) and \( \|^{a}_v = \| \).

Example 10. \( abc \|^{(c)} cd = \{ abcd \} \). Moreover, \( a^\omega \|^{(a)} a = a^\omega \|^{(a)} a = a^\omega \| a = a^\omega \| a = a^\omega \), while \( a^\omega \|^{(a)} a \neq a^\omega \|^{(a)} a = \emptyset \).

As for S-shuffling, it follows from the commutativity of shuffling that also (fair) wS-shuffling is commutative. However, contrary to the other S-shuffles, we know from [7] that (fair) wS-shuffling is not associative, as is confirmed by the following example.

Example 11. Clearly \( (ab \|^{(a, b)} (ba \|^{(a, b)} ba)) = ab \|^{(a, b)} ba = \{ aba, bab \} \), whereas \( ((ab \|^{(a, b)} ba) \|^{(a, b)} ba) = \{ aba, bab, baba \} \).

5 Synchronized Shuffles on Backbones

An S-shuffle on a backbone of two words is an S-shuffle in which synchronization must adhere to a predefined backbone.

Definition 7. Let \( u, v \in \Delta^\infty \). Then a word \( w \in \Delta^\infty \) is an S-shuffle on backbone \( x \in \Delta^\infty \) (bS-shuffle for short) of \( u \) and \( v \) if

1. either \( u = u_1 x_1 \cdots x_{n-1} u_n, v = v_1 x_1 \cdots x_{n-1} v_n, \) and \( x = x_1 x_2 \cdots x_{n-1}, \) with \( u_i, v_i \in \Delta^* \) and \( u_n, v_n \in \Delta^\infty, \) in which case \( w = w_1 x_1 \cdots x_{n-1} w_n \) with \( w_i \in u_i \| v_i \) for all \( 1 \leq i \leq n, \)
2. or \( u = u_1 x_1 x_2 x_3 \cdots, v = v_1 x_1 x_2 x_3 \cdots, \) and \( x = x_1 x_2 \cdots, \) with \( u_i, v_i \in \Delta^* \), in which case \( w = w_1 x_1 x_2 x_3 \cdots \) with \( w_i \in u_i \| v_i \) for all \( i \geq 1. \)

In (2) \( w \) is a fair bS-shuffle of \( u \) and \( v \); in (1) \( w \) is fair whenever \( w_n \in (u_n \| v_n) \).

The bS-shuffle is parameterized by a backbone, which defines a sequence of occurrences for synchronizing rather than a set of symbols: not all symbols from the alphabet of the backbone must synchronize, i.e., \( \text{pres}_{\text{alpb}}(x)(u) = \text{pres}_{\text{alpb}}(x)(v) \) need not hold.

For \( u, v, x \in \Delta^\infty \), we let \( u \|_x v = \{ w \in \Delta^\infty : w \text{ is a bS-shuffle on } x \text{ of } u \text{ and } v \} \) and \( u \|_x v = \{ w \in \Delta^\infty : w \text{ is a fair bS-shuffle on } x \text{ of } u \text{ and } v \} \). For \( L_1, L_2 \subseteq \Delta^\infty \) and \( x \in \Delta^\infty \), the bS-shuffle on \( x \) of \( L_1 \) and \( L_2 \) is \( L_1 \|_x L_2 = \{ w \in u \|_x v : u \in L_1 \text{, } v \in L_2 \} \) and \( L_1 \|_x L_2 = \{ w \in u \|_x v : u \in L_1 \text{, } v \in L_2 \} \) is the fair bS-shuffle on \( x \) of \( L_1 \) and \( L_2 \).

Note that point (1) in Definition 7 deals with finite backbones and point (2) with the case of infinite backbones.

By definition, \( u \|_x v \) and \( u \|_x v \) are empty whenever \( x \) is not a sparse subword of both \( u \) and \( v \).

Using Theorem 6 we can generalize the observation from [24] that bS-shuffling yields an alternative definition of fair S-shuffling to the case of infinite words.
Theorem 15. Let $u, v \in \Delta^\infty$ and let $\Gamma \subseteq \Delta$. Then $u \lvert\lvert_{\Gamma} v = (u \lvert\lvert_{\text{pres}_\Gamma(u)} v) \cap (u \lvert\lvert_{\text{pres}_\Gamma(v)} v)$.

The definition of bS-shuffling can be extended to sets of backbones in the following way [24]. Given $u, v \in \Delta^\infty$ and $L_1, L_2, X \subseteq \Delta^\infty$, we define $u \lvert\lvert x v = \bigcup_{x \in X} u \lvert\lvert x v$, $L_1 \lvert\lvert x L_2 = \bigcup_{x \in X} L_1 \lvert\lvert x L_2$, and $L_1 \lvert\lvert x L_2 = \bigcup_{x \in X} L_1 \lvert\lvert x L_2$.

Clearly, if $X$ is an alphabet, then $\lvert\lvert x \infty$ and $\lvert\lvert x \infty$ describe the option to synchronize on any backbone consisting of (possibly infinitely many) shared occurrences of symbols from $X$. Hence the following relationship with full, weak, and arbitrary synchronized shuffling: for $L_1, L_2 \subseteq \Delta^\infty$ and $X \subseteq \Delta$, it is always the case that $L_1 \lvert\lvert x \infty L_2 \supset L_1 L_2 \lvert\lvert x \infty$ and $L_1 \lvert\lvert x \infty L_2 \supset L_1 L_2 \lvert\lvert x \infty$ and also $L_1 \lvert\lvert x \infty L_2 \supset L_1 \lvert\lvert x \infty L_2$ and $L_1 \lvert\lvert x L_2 \supset L_1 \lvert\lvert x \infty L_2$, whereas $\lvert\lvert x \infty = \lvert\lvert x \infty$ and $\lvert\lvert x \infty = \lvert\lvert x \infty$. This extends observations from [24] to the case of possibly infinite words and unfair shuffling.

The commutativity of shuffling implies that (fair) bS-shuffling is commutative, for any set of backbones. From [24] we know however that (fair) bS-shuffling is not associative. Here we provide an example showing that even for a single backbone consisting of a single symbol, bS-shuffling is not associative.

Example 12. We have $(aa \lvert\lvert_0 (ab \lvert\lvert_0 ba)) = aa \lvert\lvert_0 bab = \{abab, babab, baab\}$, whereas $(\langle aa \lvert\lvert_0 ab \rangle \lvert\lvert_0 ba) = \{aab, aba\} \lvert\lvert_0 ba = \{abab, baba, baab, abba\}$.

Still, bS-shuffling is associative if the set of backbones is $\Delta^\infty$, for some $X \subseteq \Delta$, simply because in that case, as mentioned above, bS-shuffling equals aS-shuffling.

Example 13. In Example 12 we have seen that $abba \notin (aa \lvert\lvert_0 (ab \lvert\lvert_0 ba))$. However, it is not difficult to see that $abba \in (aa \lvert\lvert_0 (ab \lvert\lvert_0 ba))$.

In [24], it was asked for what other languages $X$ would $\lvert\lvert x$ (and $\lvert\lvert x$) be associative. Here, we contribute to the answer by showing that in the unary case $\lvert\lvert x$ and $\lvert\lvert x$ are associative, for all backbones $x$ and hence for any combination of backbones. In case of one-letter-alphabets, the bS-shuffle of words $u$ and $v$ on backbone $x$ results in the single word $y$ that is infinite whenever $u$ or $v$ is infinite and otherwise $|y| = |u| + |v| - |x|$ under the condition that both $u$ and $v$ are not a proper prefix of $x$.

Lemma 1. Let $u, v, w, x, y \in \{a\}^\infty$. Then

1. $u \lvert\lvert (v \lvert\lvert x y) w = (u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert y w)$ if $(u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert y w) \neq \emptyset$ and $((u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert y w) \neq \emptyset$.
2. $u \lvert\lvert (v \lvert\lvert x y) w = (u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert y w)$ if $(u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert y w) \neq \emptyset$ and $((u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert y w) \neq \emptyset$.

Example 14. $(a^2 \lvert\lvert_a (a^2 \lvert\lvert_a a^5)) = a^2 \lvert\lvert_a \emptyset = \emptyset \neq \{a^5\} = \{a^4\} \lvert\lvert_a a^5 = (a^2 \lvert\lvert_a a^3) \lvert\lvert_a a^5$. However, $(a^2 \lvert\lvert_a (a^3 \lvert\lvert_a a^5)) = a^2 \lvert\lvert_a \{a^3\} = \{a^3\} \lvert\lvert_a a^5 = (a^2 \lvert\lvert_a a^3) \lvert\lvert_a a^5$.

As an immediate consequence we obtain the following result.

Theorem 16. Let $u, v, w, x, y \in \{a\}^\infty$. Then

1. $u \lvert\lvert (v \lvert\lvert x w) = (u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert x w$.
2. $u \lvert\lvert (v \lvert\lvert x w) = (u \lvert\lvert \langle v \lvert\lvert x \rangle \lvert\lvert x w$.

When more symbols are involved, the backbone $x$ in $\lvert\lvert x$ and $\lvert\lvert x$ should use all symbols, otherwise associativity will be violated as the following generalized version of Example 12 shows.
Theorem 17. If $\# \in \Delta$ and $w \in (\Delta \setminus \{\#\})^+$, then $\|_{w}$ is not associative (on $\Delta^\infty$).

Proof. It suffices to show that

\[ ((ww\|_{w} w\#)) \setminus (ww\|_{w} (w\#|_{w} w)) \neq \emptyset. \]

Clearly

\[ (ww\|_{w} (w\#|_{w} w)) = ww\|_{w} \{w\#|_{w}\} = \{#w\#w, \#ww\#w, w\#w\#w\}, \]

but

\[ (ww\|_{w} w\#|_{w} w) = \{w\#w, \#ww\#w, w\#w\#w\}. \]

Recall $w \neq \lambda$. Hence $w\#w \in (ww\|_{w} w\#|_{w} w) \setminus (ww\|_{w} (w\#|_{w} w))$. \hfill $\square$

This however does not yet provide a definite answer to the question posed. Part of the problem is that associativity of bS-shuffling on a set of backbones may follow from combining different backbones rather than from combining bS-shuffles of three words on single backbones.

6 Discussion and Related Work

In this paper, we have recalled from the literature the general notion of synchronized shuffling (see, e.g., [11, 32, 12, 22]) and variants of synchronized shuffling introduced during the last decade [2, 4, 7, 24], allowing infinite words and the possibility of unfair shuffling. For all six operations, we have given an overview of the results from [2, 7, 24, 6] on their status with respect to various properties and in particular associativity.

As the next example shows, the S-shuffle and the variants considered here may yield languages lying strictly within each other.

Example 15. Let $\Delta_1 = \{a, b\}$, $\Delta_2 = \{a, b, c\}$, $\Gamma = \{a, c\}$, $X = \{aa, ba\}$, $K = \{aba\}$, and $L = \{aa, acc, aba\}$. Then $K \big|_{\Delta_1} \big|_{\Delta_2} L = \{aba\}$, $K \|_{\Gamma} L = (K \big|_{\Delta_1} \big|_{\Delta_2} L) \cup \{abba\}$, $K \big|_{\Delta_1} \big|_{\Delta_2} L = (K \|_{\Gamma} L) \cup \{abaa\}$, $K \|_{\Gamma} X L = (K \big|_{\Delta_1} \big|_{\Delta_2} L) \cup \{abaa, aabaa, abaa, abaa\}$, and $K \|_{\Gamma} L = (K \|_{\Gamma} L) \cup \{abaa, aabaa, aabaa, aabaa, aabaa, aabaa, aabaa, aabaa\}$.

Note that even if $\text{pres}_T(u) = \text{pres}_T(v)$ and $\text{pres}_{\text{alph}}(u) = \text{pres}_{\text{alph}}(v)$, for all $x \in X$, at least the four S-shuffle variants that are not parameterized by the alphabets of the words involved (i.e., $u$ and $v$) may yield languages of increasing size.

Example 16. Let $u = v = aab \in \{a, b\}^*$, $\Gamma = \{a\}$, and $X = \{a, aa\}$. Then $u \|_{\Gamma} v = \{abaa\}$, $u \|_{\Gamma} v = (u \|_{\Gamma} v) \cup \{abaa\}$, $u \|_{\Gamma} v = (u \|_{\Gamma} v) \cup \{abaa, abaa\}$, and $u \|_{\Gamma} v = (u \|_{\Gamma} v) \cup \{abaa, abaa, abaa, abaa\}$.

In a series of papers (see, e.g., [26, 25, 14]) Mateescu et al. use trajectories to describe shuffles. A trajectory defines, in a binary fashion, when to switch from one word to another, thus defining a unique way to (de)compose the shuffle of two words, independently of the structure of the words. Mateescu et al. call them shuffles on trajectories defined by syntactic constraints, as opposed to (synchronized) shuffles on trajectories defined by semantic constraints that do consider the word structure [13]. Algebraic properties like commutativity and associativity are consequently discussed per set of trajectories. In [24], the notion of trajectory is relaxed by fixing only the string of synchronizing symbols that a synchronized shuffle must adhere to.

The least restrictive set of trajectories, $\{0, 1\}^*$, defines the ordinary shuffle. An example is depicted in Fig. 1(a), viz. the shuffle of $aba$ and $aba$ on trajectory 010101 resulting in $aabaa$. 
Note that we make use of the fact that a trajectory has a natural geometric interpretation as a ‘walk’ on the nonnegative Cartesian plane. The trajectory sets \(0^*1^*\) and \(1^*0^*\) instead define concatenations (special cases of shuffling). Two examples are depicted in Fig. 1(b), viz. the concatenations of \(aba\) and \(aba\) on trajectories \(0^31^3\) and \(1^30^3\) resulting in \(abaaba\). Inspired by the semantic shuffle on trajectories with synchronization constraint \(\sigma\) defined in [13], we note that the set of trajectories \(\{0, 1, \sigma\}^*\) defines a synchronized shuffle. Pictorially, we visualize \(\sigma\) as a diagonal ‘step’ on the plane. An example is depicted in Fig. 1(c), viz. the synchronized shuffle of \(aba\) and \(aba\) on trajectory \(01\sigma01\) resulting in \(aabaa\).

Fig. 1. Examples of (synchronized) shuffles on trajectories
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